Raman and FTIR Microscopy in Perfect Harmony

Shimadzu’s one-of-a-kind AlIRsight™ Infrared/Raman Microscope delivers more accurate results and

improves operational efficiency by providing complementary molecular information in one space-saving
platform.

> Significantly improves the accuracy of qualitative analysis by enabling both infrared and Raman
measurements from the same position without moving the sample

> Improves sample observation efficiency with proprietary wide-view camera and microscope camera
for infrared measurements and objective lens for Raman measurements

> Easier operation with smart software that easily switches between infrared and Raman
measurements via the same window

» Combined system saves valuable bench space

Learn more about Shimadzu’s AlRsight. Call (800) 477-1227 or visit us online at
www.ssi.shimadzu.com
Shimadzu Scientific Instruments Inc., 7102 Riverwood Dr., Columbia, MD 21046, USA



https://analyticalsciencejournals.onlinelibrary.wiley.com/action/showCampaignLink?uri=uri%3A8fe261ff-7950-46c8-a34a-870b9473f63b&url=https%3A%2F%2Fwww.shimadzu.com%2Fan%2Fproducts%2Framan%2Finfrared-raman-microscope%2Fairsight%2Findex.html&pubDoi=10.1002/jemt.20597&viewOrigin=offlinePdf

MICROSCOPY RESEARCH AND TECHNIQUE 71:626-631 (2008)

Thickness Measurements With Electron Energy

Loss Spectroscopy

K. IAKOUBOVSKIL* K. MITSUISHI,' Y. NAKAYAMA,2 anxp K. FURUYA?

LQuantum Dot Research Center, National Institute for Materials Science, Tsukuba 305-0005, Japan
2High Voltage Microscopy Station, National Institute for Materials Science, Tsukuba 305-0005, Japan

KEY WORDS
ABSTRACT

TEM; EELS; inelastic scattering; mean free path

Measurements of thickness using electron energy loss spectroscopy (EELS) are

revised. Absolute thickness values can be quickly and accurately determined with the Kramers-
Kronig sum method. The EELS data analysis is even much easier with the log-ratio method, however,
absolute calibration of this method requires knowledge of the mean free path of inelastic electron
scattering L. The latter has been measured here in a wide range of solids and a scaling law A ~
p~ 93 versus mass density p has been revealed. EELS measurements critically depend on the exci-
tation and collection angles. This dependence has been studied experimentally and theoretically
and an efficient model has been formulated. Microsc. Res. Tech. 71:626-631, 2008.  ©2008 Wiley-Liss, Inc.

INTRODUCTION

Thickness measurements in transmission electron mi-
croscopy (TEM) are important as they bring quantita-
tive nanoscale information. Contrary to lateral x—y map-
ping, which can be easily performed with high precision,
thickness measurements concern z direction of the prop-
agating electron beam, which is difficult to monitor in
TEM. Consequently, the relevant measurement techni-
ques are often complex and indirect, and they require
modeling and thus are prone to skepticism. For exam-
ple, most popular methods for thickness measurements
in TEM wuse convergent-beam electron diffraction
(CBED) and electron energy loss spectroscopy (EELS).
The former technique is relatively difficult technically,
as it requires accurate sample alignment and tedious
data analysis. It has also rather narrow application
range-measured region must be a homogeneous single
crystal of thickness (~150-300 nm). However, the ana-
lyzed phenomenon—interference fringes—can be intui-
tively related to the sample thickness, and, thus, the
technique is widely considered as highly “reliable.” On
the contrary, EELS methods are much easier and faster
both in acquisition and analysis. They do not require
specific crystalline structure and work in a wide thick-
ness range (~15-500 nm, see e.g., Mitchell, 2006; Eger-
ton and Chen, 1987). However, the resulting energy-loss
spectra are rather indirectly related to the thickness,
and thus the technique has lower trust among many
electron microscopists. This skepticism is partially justi-
fied as the modeling of EELS thickness measurements
have indeed had some obvious flaws discussed below. In
this article, we attempt to bring more clarity into the
relevant experiment and interpretation, thus hoping to
improve the popularity of the EELS methods.

Thickness measurements by EELS rely on the analy-
sis of an experimental spectrum. The latter includes a
strong peak at zero-loss energy, therefore called zero-
loss peak (ZLP), and a significantly weaker and broader
spectrum of inelastically scattered electrons (see Fig.
1). The spectral shape depends on the experimental
conditions such as the microscope voltage E, conver-
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gence semiangle of the excitation beam «, collection
semiangle 3, and the structure of the irradiated sample.
The analysis is commonly performed with either the
Kramers-Kronig sum model, hereafter referred to as
KK model, or the log-ratio model. The associated thick-
ness calculation is fast, can be performed in “real time,”
and is implemented in the popular program Digital
Micrograph by Gatan. The associated modeling is
mostly by Egerton (Egerton, 1996; Egerton and Chen,
1987; Malis et al., 1988; Yang and Egerton, 1995) and is
discussed below. A word of caution should be said how-
ever to the Digital Micrograph users: simple trial tests
reveal that some of the associated routines, such as
extraction of the real and imaginary parts of the dielec-
tric constant and the correction for the convergence
semiangle, produce results, which do contradict to the
experiment (Egerton, 1996; Malis et al., 1988).

Kramers-Kronig Sum Model

This model analyses the single scattering distribution
S(E), which is obtained from the EEL spectrum J(E) by
removing the ZLP and the contribution of plural inelas-
tic scattering. The removal procedure is straightfor-
ward (Egerton, 1996) and is performed automatically,
for example, with the Digital Micrograph routines. The
thickness ¢ is deduced with the following formulas:

4a0FE0 / S(E)dE
Eln(1+

7 (1+Eo/1022)
(1-1/n%), B2/0p)

(1+Ey/511)
(1)

where [j is the integrated ZLP intensity, F is a relativ-
istic factor, ag is the Bohr radius, 6 is scattering angle,
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Fig. 1. Typical EEL spectra from amorphous SiOs. J(E) is the as-
measured spectrum (acquisition time 50 ms) with the ZLP multiplied
by 0.05. Removal of the ZLP and plural scattering contributions
results in spectrum S(E). Division of S(E) by E, as appropriate for the
Kramers-Kronig analysis, improves the S/N ratio and produces a
more energy-localized spectrum. [Color figure can be viewed in the
online issue, which is available at www.interscience.wiley.com.]

0z =~ E/(2FE,) is the characteristic angle of inelastic
scattering corresponding to an energy loss E; the
microscope voltage Ej is in kilovolt units. Division of
S(E) by E in Eq. (1) makes the spectrum more localized
in energy scale; it therefore improves the signal-to-
noise ratio at high energies and reduces the required
spectral window (see Fig. 1).

The appearance of refractive index n in Eq. (1) is
important and deserves several comments:

e The model assumes static n value, that is, n(E = 0).
However, in practice, n (E ~ 1-2 eV) should be used
for a typical high-voltage microscope because the fi-
nite spread of the ZLP masks the low-energy region.

e Equation (1) could be rather sensitive to the n value.
For example, until the very recent 1.7 version, the
Digital Micrograph program rounded the n value to
0.1 that resulted in An uncertainty of ~0.05. This
produced the thickness error of only ~0.3% for sili-
con (n = 3.42), but the error increased to ~6% for
SiOz (n = 1.5).

e If thickness is known from independent measure-
ments then Eq. (1) can be reversed to determine the
refractive index with the high spatial resolution of
TEM.

The usage of the refractive index is probably the
main disadvantage of the KK method as its accurate
value is yet uncertain for many materials, especially in
their nanoscaled forms.

Log-Ratio Model

The apparent simplicity of this model makes it one of
the most popular tools of thickness measurements by
EELS (see e.g., Crozier, 1990; Egerton and Chen, 1987,
Lee et al., 2002; Malis et al., 1988; Mitchell, 2006;
Nakafuji et al., 2001; Ohshima et al., 2004; Yang and
Egerton, 1995). Two modifications of this method can
be distinguished, “relative” and “absolute.”

The former uses only a very reasonable assumption
of independent nature of scattering events and results
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Fig. 2. Scatter graphs present experimental dependences of the
relative mean free path of inelastic scattering, measured from amor-
phous SiOg (¢ = 170 nm, Ey = 200 kV, STEM imaging mode), on the
collection semiangle B for several indicated values of the convergence
semiangle a. Lines show simulation with Egs. (2) and (8), as discussed
in Angular dependence of the inelastic mean free path section.. The
arrow with symbol TEM indicates a typical TEM collection angle, for
which a significant deviation is observed between the experiment and
the commonly used angular correction. [Color figure can be viewed in
the online issue, which is available at www.interscience.wiley.com.]

in a simple expression /A = In(I/ly) = jJ(E)dE/I 05
where I the area under the whole EEL spectrum. With
this method, easy and reliable, though relative, thick-
ness measurements can be performed.

Absolute measurements with the log-ratio method
require knowledge of the mean free path of inelastic
electron scattering A. This fundamental quantity is dif-
ficult to calculate with sufficient accuracy, and the ex-
perimental values are scarce and, as mentioned earlier,
strongly depend on the material and the measurement
conditions. This dependence has been approximated
(Egerton and Chen, 1987) using Eq. (1) as follows:

t 4a0FE, S(E)d
In(I/Io) ~ (1— 1/n®)Ioln(I/Io) / Eln(1 + BZ/GE)
~ ﬂ (2)
EnIn(2EB/Ey)

A=

The average energy loss E,,, which summarizes the
material properties, is only known for a limited range
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of solids (Egerton, 1996, p. 304). Therefore, an experi-
mental scaling law has been proposed as

(1—1/n?)IoIn(I/I,)
[S(E)/EdE

(1—1/n2) [J(E)dE
[S(E)/EdE

=T.6Z%°, Ze=)

i

E,=

o~

fiz}
izQB

3)

Here, the effective atomic number Z,; is expressed via
the number f; of atoms with atomic number Z;.

Inconsistencies of the Kramers-Kronig
and Log-Ratio Models

A closer look at the data (Egerton, 1996, p. 304;
Mitchell et al., 1988) behind the scaling law of Eq. (3)
reveals significant experimental scatter. Another set of
data (Crozier, 1990) has been simulated with a rather
different E,, ~ Z°%" dependence. The standard devia-
tion was much smaller than in the data used for Eq.
(3), however only six materials have been used in the
analysis.

Equation (3) expresses all properties of a solid
merely by an atomic number of its constituents. Intui-
tively, one could also expect A to be proportional to the
number of atoms per unit volume p/A, where p is mass
density and A is the atomic mass.

The MB) dependence of Egs. (1) and (2) agrees with
the experiment only for small collection angles (B < 20
mrad). A saturation, not included in the model, is
observed experimentally for larger B (see e.g., Crozier,
1990; Lee et al., 2002; Malis et al., 1988; Mitchell,
2006; Nakafuji et al., 2001; Ohshima et al., 2004; and
Fig. 2 discussed below). Consequently, for a typical
TEM collection angle of 160 mrad, Egs. (1) and (2)
underestimate thickness by ~20%. It is important to
note that this tendency is specific not only to thickness
measurements, but to many other models of electron
scattering where a simple Lorentzian angular distribu-
tion is assumed. This deviation is well known, but
nevertheless remains uncorrected. It is associated
(Egerton, 1996) with a faster than the Lorentzian (1/6%)
decrease of the scattering cross section at large scatter-
ing angles or, in other words, with “breakdown of a
dipole approximation.”

At the time of developing the KK and log-ratio meth-
ods, most TEM microscopes used nearly parallel excita-
tion beam. However, nowadays, for a number of rea-
sons such as availability of aberration correctors, scan-
ning transmission electron microscopes (STEMs) are
increasingly popular. In STEM, values of « and B are
comparable and thus the convergence angle correction
is required. Such correction has been suggested by
Egerton (1996, p. 284) and implemented in the Digital
Micrograph, but unfortunately, it does not agree with
the experiment (Malis et al., 1988).

In this article, we correct the above-mentioned draw-
backs and propose improvements to the Egs. (1) and
(2). Those corrections include a simple and accurate
scaling law of the total inelastic mean free path with
material properties as A ~ p~%3. In addition, a model is
proposed accounting for the convergence angle depend-
ence of inelastic electron scattering.

EXPERIMENTAL

EELS measurements were performed with a Jeol
high-vacuum aberration-corrected 2500SES STEM
microscope (200 kV) equipped with an Enfina EEL
spectrometer. Under electron irradiation, TEM sam-
ples often rapidly accumulate carbon-related contami-
nation layers that results in the overestimated thick-
nesses. Using high vacuum (~10"¢ Pa) reduced con-
tamination in this study. The spherical aberration
corrector allowed to apply a wide range of excitation
angles a without significant angular distortions and to
achieve small beam size. Small beam size and utiliza-
tion of the imaging mode reduced the inhomogeneity-
related problems (thickness variation within the
probed area).

It should be noted that most measurements of this
paper aim at deducing the values of inelastic mean free
path A as function of material structure and measure-
ment geometry. Those variations are rather small, and
therefore their measurement requires improved accu-
racy. This was achieved in the following way: All meas-
urements were performed sequentially, that is, without
major microscope realignment in between. Apart from
the angular dependences of Figure 2, they were per-
formed at nominally same microscope settings. Excita-
tion semiangle was fixed at « = 20 mrad and collection
semiangle at B = 5 mrad, that is, (0 < B < ).
This reduced the angular sensitivity of the measure-
ments (see Fig. 2) and the small-angle misalignment
problems.

EEL spectra were measured in a 300 eV window,
which contained virtually all the spectral intensity.
Moderately thin sample regions have been chosen (#/A
~ 1or 70 < t < 180 nm) to reduce the surface plasmon
contributions, increasing at small thicknesses, and
plural scattering at large thicknesses.

To measure A by EELS, one needs to know the sam-
ple thickness. For many studied samples, it was mea-
sured with the KK method whose reliability has been
demonstrated already (Egerton and Chen, 1987; Yang
and Egerton, 1995). However, to further test this
method, the following procedure has been applied. It
consisted of specific sample preparation (1) and mea-
surement procedure (2).

Several layered structures Si/aSiOy/Ta/CoO/Pt/aC,
Si/aSi05/Ta/Pt/NiO/Al,  Si/SiOg/epoxy/Au/Si/aC, Si/
aSiOy/Cr/Pt/W, and Si/diamond have been prepared
using conventional techniques of magnetron sputter-
ing, thermal evaporation, chemical vapor deposition,
and epoxy gluing. Note that here and further letter “a”
before SiOg or C corresponds to the amorphous phase.
Cross-sectional TEM samples were prepared from
those structures by focused ion beam cutting (Ga™, 5—
30 keV). The cutting was performed normal to the layer
surface, that is, through all the layers. Ion-beam cut-
ting allowed to produce samples with uniform, almost
constant, thickness profile and to avoid sharp thick-
ness variation at the interfaces. The latter is known as
“differential thinning” and is common for most other
sample preparation techniques.

Measurements on those layered structures were per-
formed in the following steps:

e Thickness of the Si layer has been measured by
CBED.

Microscopy Research and Technique
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Fig. 3. A summary of the analysis of a line scan profile from the
Si/aSi04/Ta/CoO/Pt/aC sample. The bottom curve (Si area, black open
squares) shows #/A values obtained with the relative log-ratio model.
Middle and top curves (solid symbols) correspond to the KK model
applied without and with refractive index correction [1 — 1/n? term in
Eq. (2)]. A smooth thickness profile is obtained with the corrected KK
model, as expected for an FIB-prepared TEM sample. [Color
figure can be viewed in the online issue, which is available at www.
interscience.wiley.com.]

e EEL spectra were acquired at (500 spatial points
along a straight line running through all the layers.

e The EELS data was analyzed with a “relative” log-
ratio model yielding A/t line profile (see Fig. 3).
Smooth thickness profile allowed to obtain relative
A values referenced to one sample material. Crystal-
line Si has been chosen as such reference—its
A value for accelerating voltage 200 kV has been
measured by several groups (see e.g., Jin, 2004,
Krivanek et al., 1990; Lee et al., 2002; Mitchel,
2006), and a good agreement has been achieved with
the angular-saturated A value of ~145 nm, most
accurately measured by Jin (2004).

e The relative A values have been converted to the
absolute ones using the CBED results for Si. The
obtained A value for Si 142 = 5 nm was consistent
with the previous measurements.

e The KK model has been applied to the EELS data.
Consistent results, both in the absolute values and
in their line profiles across the layered structures
(see Fig. 3), were obtained thus additionally confirm-
ing the validity of the Kramers-Kronig model.

Therefore, for A measurements in other materials, ho-
mogeneous samples have been chosen. Their thickness
was measured by EELS using the KK analysis and
then corresponding A values were deduced with the rel-
ative log-ratio model, that is, equation ¢#/A = In(I/I,).
The absolute log-ratio method [Eq. (2)] has not been
used in the analysis; instead, its corrected equations
have been developed in section Angular Dependence of
the Inelastic Mean Free Path.

RESULTS

Figure 2a shows the dependences of 1/In(I/Iy) = Mt
on the collection semiangle B for several values of the
collection semiangle a. Measurements were performed
from the same, subnm sized spot of a homogeneous

Microscopy Research and Technique

Fig. 4. Experimental values of inelastic mean free path A obtained
for a wide range of materials in the present (top open squares) and
previous (bottom solid circles, Egerton 1986, p. 304) studies. The data
correspond to angular-saturated values. They are presented as dou-
ble-logarithmic plots versus the inverse effective atomic number 1/Z.¢
(panel a) and inverse mass density 1/p (b). A significantly better scal-
ing with 1/p as A ~ p~ " is revealed. [Color figure can be viewed in the
online issue, which is available at www.interscience.wiley.com.]

Si0, foil, i.e., thickness could be considered constant
and the measured dependences associated with A var-
iations only. Lines in Figure 2 present simulation
which is discussed in Angular dependence of the
inelastic mean free path section. Diffraction effects are
especially important in angular-dependent measure-
ments as they can modulate the EELS intensity
(Mitchell, 2006; Nakafuji et al., 2001) and thus result
in overestimation of A by up to 25% (Yang and Egerton,
1995). Therefore, measurements summarized in Figure
2 were performed on amorphous SiO,. Similar A(a,B)
dependences have been reported (Malis et al., 1988) for
three values of a but have not been explained by model-
ing. It is worthwhile to note that very similar curves
were obtained in this work using either log-ratio or KK
model, and thus the developed below angular correc-
tion should be applied to both methods.

Figure 3 summarizes the analysis of a line scan pro-
file from the Si/aSiOy/Ta/CoO/Pt/aC sample. The bot-
tom black open squares (Si area) represent ¢/A values
obtained with the relative log-ratio model. Middle and
top curves (solid symbols) correspond to the KK model
applied without and with refractive index correction
(1 — 1/n® term in [Eq. (2)]). Thin interfacial regions
have been excluded. Core-loss EELS measurements
revealed that in those regions some material interdiffu-
sion occurred making uncertain the n and A values.
The utilized refractive indices are copied into the Fig-
ure 3, and they agree well with the published values. A
better signal-to-noise ratio is obtained with the KK
than with the log-ratio model reflecting the mentioned
in the introduction advantages of the J(E)/E function
over J(E). The thickness of the Si layer was independ-
ently measured by CBED as 175 = 5 nm. The top curve
reveals that refractive index correction produces
smooth thickness profile, as expected for an FIB-pre-
pared sample, and the thickness values for the Si layer
are consistent with the CBED results. Using those val-
ues, MSi) was calculated as 142 * 5 nm, in agreement
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with the previous reports (Jin, 2004; Lee et al., 2002;
Mitchel, 2006).

Measurements on two other layered structures
yielded similar results and confirmed the validity and
accuracy of the KK model for thickness measurements.
Using a combination of the KK and relative log-ratio
analysis, the A values for a wide range of materials
(Ag, Al, Al,O3, Au, Ac, diamond, CoO, Cr, Cu, Fe, GaN,
In, MgO, Mo, Nb, Ni, Pb, Pd, Pt, Si, aSiO,, ¢SiO,,
SrTiOs, Ta, Pt, V, W, Zn, ZnO, ZrO,) have been meas-
ured and plotted in Figure 4. Data of Egerton (1996
p- 304) for Ag, Al, Al,O3, Au, Be, BN, aC, Cr, Cu, dia-
mond, Fe, GaAs, Hf, NiO, Si, aSiO,, Zr are also pre-
sented for comparison. Those values are smaller than
ours because of smaller electron accelerating voltage
(100 kV vs. 200 kV). Figure 4 presents these two sets of
data in double logarithmic plots versus 1/Z.¢ (panel a)
and 1/p (b).

ANALYSIS
Material Scaling of Mean Free Path

Figure 4 reveals that plotting the same data versus
1/p rather than versus 1/Z. significantly reduces the
scatter. This is especially obvious for three sets of mate-
rials marked by arrows in panel a: Hf, Ta, Pt, Pb, Au;
aC, BN, diamond; and MgO, Al;03, aSiO,, and ¢SiOs,.
They have almost identical Z.;, but rather different A
and p values, and surprisingly, those A and p values
exhibit a simple & ~ p~ %3 correlation. Therefore, we
propose to use this scahng in the Eq. (3) instead of the
previously adopted A ~ Z;°-2® dependence.

Atomic scattering models suggest A to be propor-
tional to the density of atoms p/A. However, attempts
to scale the data of Figure 4 versus pZ?®/A failed for any
value of the exponent a. This failure could be under-
stood as inelastic electron scattering originates not
only from atomic but also from electronic (plasmon)
processes, and it will be discussed elsewhere (Iakou-
bovskii et al., 2008).

Angular Dependence of the Inelastic
Mean Free Path

In this section, we develop a model for the angular
dependences of A presented in Figure 2. We shall
assume small angles such that sin 6 ~ 6 that adds neg-
ligible error for the angles <150 mrad considered. We
shall be interested only in the angular dependence and
thus omit most proportionality constants.

The inverse free path 1/) is proportional to the inelas-
tic cross section o;,, which can be obtained by angular
integration of the partial cross section do;,./d Q as

_ dG‘“dQ / Fa 4)

Here g% ~ k§ (6% + 08), 0 > 0, ko, and q are the ampli-
tudes of the incident and scattering vectors, respec-
tively; flg) is inelastic form factor, which modlﬁes the
Rutherford scattering ~1/g*. An assumption [fig)|* ~ ¢*

leads to the Lorentzian angular distribution and thus
the traditional In(1 + %6%) angular dependence. Here,

we shall assume instead \ﬂq)| = q%[1 + q2/(k060)2] =

q%/(1 + 6%02), which results in a usual 62 dependence
for small angles and a faster 6 * decrease at larger
angles.

The above equations are usually applied to the TEM
mode, that is, a parallel incident beam (« = 0). For non-
Zero o, we calculate the scattering angle 0 as a functlon
of the convergence and collection angles 6; and 0, as 6%
= 07 + 02 — 20,0,cos 0 and integrate Eq. (4) over the
both solid angles as

. / dQ;dQ;
" (0% + 02)(1 + 62/03)

a B 2n 1 1
b /// ooy oty op Hddhde
0 0 0 E ¢

o 6(0g) — o(6¢)

where

B2 — o + 6% + \/(az + B2 +62)? — 4a2p?

o(8g) = 2¢°In

2602
o — B2+ 02 + \/(a2 + B2 +62)% — 40%p?
+ 2p%In 5
—\/(o® + B2 + 03) — 4a2B?) + (o + B2+ 62) (5)

and o(0¢) is obtained by substituting 6¢ for 6z in the
above formula for o(0z). The c;, needs to be normalized
by the angular-dependent intensity of the electron
beam I, falhng on the EELS detector Intuitively, we
expect IO ~ o for « < B and I, ~ B2 for o > B, that is, I
~a? + B2 — |a® — B?. However, dividing Eq. (5) by this
intensity function results in a significant deviation
from the experiment for a ~ B (see curve “Eq. (5/6) & =
0” in Fig. 2b), which can be attributed to the assumed
infinitely sharp intensity cutoffs at 6; = « and 6, = (.
In practice, those cutoffs are broadened by scattering
on the edges of beam-limiting apertures, and the
broadening can be introduced simply as

Iy o2 + BZ +82 _ \/(OL2 + Bz +82)2 _ 4(1282 (6)
where 8 is characteristic angle of this *
scattering.

Dividing Eq. (5) by Eq. (6) produces a complex fit-
ting expression, which was applied to the experimen-
tal MB) dependence for o« = 3.2 mrad (see curve “Eq.
(5/6) 8 = 0.1 mrad” in Fig. 2b). A satisfactory agree-
ment with the experiment is observed. Note that pre-
vious intensity normalization (Egerton, 1996, p. 284)
is equivalent to using Eq. (5) only, and it results in
large deviation from the experiment [see curve “Eq.
(2)” in Fig. 2b].

For small convergence semiangles «, the fitting
equation simplifies into a formula

parasitic”

1 owm_, 1+P°/0F

x x 7
r o 1+ p%/0g @
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which finally suggests us a compact approximation for
Oin/ Iy for finite o angles as
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1 11p* of + %+ 205+ |o® — B[ 67
A 200FEg | a2+ B2 +203 + o2 — B2 03[’
1+ Ey/1022 5.5p03
F:( +Eo/ 2), E= P , 8.=20mrad (9)
(1+Eo/511) FE,

1 in 2 2 292+ 2 _ n2 2
PN MY +B2+ g !(x 82| Xe—g (8
ho I o + B2+ 208 + a2 - B2 T 63

As a function of B, Eq. (8) is constant for B < « and is
equal to Eq. (7) for B > a. It fits rather well to the
experiment [see curve “Eq. (8)” in Fig. 2b] and there-
fore has been used for fitting the data of Figure 2a.

In all those simulations, the saturation factor 0¢ has
been set to 20 mrad. The physics behind this constant
has been discussed in detail (Egerton, 1996, p. 161) in
terms of a critical wavevector of plasmon scattering.
This parameter has a complex material dependence via
the structure of the Fermi surface. In practice of thick-
ness measurements, this (weak logarithmic) depend-
ence is swamped by the experimental error, and thus
0c can well be assumed constant.

CONCLUSIONS

In this article, we have critically reanalyzed thick-
ness measurements using the well-known log-ratio
and Kramers-Kronig sum models of EELS.. Our ex-
perimental results do confirm the previously estab-
lished validity and accuracy of the KK and relative
log-ratio models (Egerton and Chen, 1987; Yang and
Egerton, 1995) in all respects except for the angular
dependence. This dependence versus the convergence
and collection angles has been measured and success-
fully simulated with a simple theory resulting in a
compact Eq. (8). Experiment reveals that this equa-
tion is a better alternative to the angular term In(1 +
B2%/0%) widely adopted in most theories of inelastic
scattering.

The easiest way of thickness measurements with
EELS relies on the absolute log-ratio method, which
however requires knowledge of the mean free path of
inelastic electron scattering L. The latter has been
measured here in a wide range of solids and a scaling
law A ~ p~ %3 versus mass density p has been revealed.
The origin of this exponent is currently being inves-
tigated. Furthermore, an updated formula for A is
proposed as

Microscopy Research and Technique

where dimensions are Eq (kV), all angles (mrad), and
density (g/cm?®).
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