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HPC: Expanding computational research capabilities:

• Investing in scientific computing capacity

• Developing and validating innovative modeling tools

• Supporting data science gateways

• Supporting innovative software container strategies

• Expanding expertise in machine learning, artificial 
intelligence, advanced visualization, large-scale data 
processing and analytics



NSUF HPC Trajectory



DOE Ecosystem – HPC Trends – INL positioning
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Continual updates are required: ~20–30PF for 2025 system
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High Performance Computing 
Resources

Lemhi

• NSUF HPC systems support a wide range of users and 

programs as a shared-use resource for national laboratories, 

universities, and industry

• Bitterroot (2024)

• 374 nodes, 41,888 cores
• Powered on 16 April 2024

• Sawtooth (2020)

- 6 Petaflops performance

- 2,079 compute nodes, 99,972 compute cores

- #37 on November 2019 TOP500 list
- Open for users: 17 March 2020

• Lemhi (2018)

− 1 Petaflop performance

− 504 compute nodes, 20,160 compute cores

− #427 on November 2018 TOP500 list
− Open for users: 28 Feb 2019

A right-sized solution for DOE Nuclear Energy research and development

Sawtooth
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Artificial Intelligence and Visualization 
Systems

• HPC systems also support artificial intelligence and 

visualization specific systems:

• Hoodoo

• 44 A100 GPUS

• Open for users: 2 Feb 2021

• Expanded to 116 A100 GPUs

• Expansion open to users: 15 Jan 2024

• Viz

- 9 Compute nodes; 864 cores; 2 TB/node

- 18 A40 48GB GPUs

- Open to users: 15 Dec 2023

6
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INL Open OnDemand (HPC OnDemand and OnDemand)
Desktop vs. Desktop with Visualization

Desktop Desktop with Visualization



Bitterroot
Bridge to Teton

• 384 Nodes

− Node specs

• 2 Sapphire Rapids 56 core CPUs

• 256 GB RAM

− 48 nodes with HBM

• 41,888 cores

• 200 Gb/s OmniPath network 

• Will complement existing systems 
(Sawtooth, Lemhi, Hoodoo, Viz)

• Expected power-on 16 April 2024

• Release date target of June 2024

Commodity Technology Systems-2 (CTS-2)
Deployed at LLNL & Sandia

Photo credit: Garry McLeod.
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HPC User Statistics • In FY-23:

− Total number of users: 1320

− Million Core-Hours Delivered: 939



Supported Trainings:

Institutions with largest number of users



Chatbot

• HPC deployed an LLM using HPC 
documentation

• Available in Open OnDemand 
(https://ondemand.hpc.inl.gov) and 
(https://hpcondemand.inl.gov)



AI VSCode Plugin

• Local GitHub Copilot like tool



NRDS
https://nrds.inl.gov

• Place for data to be:

− Publicly available

− FpAIRe

• Findability 

• Peekable

• Accessibility 

• Interoperable 

− Stored close to
HPC systems

• Reusable

• Extensible

• Funded by the Nuclear Science User Facilities



NRDS
AI Analysis

• Currently Available

− Super Resolution

− Activity Detection
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NRDS
Portal

• Any researcher within the project can 
upload data 

• Enforced embargo dates

• Allows drop and drag of files

• Collaboration among others in project

• PI approval required before public release



Annual User Report

https://www.osti.gov/biblio/2328595

Hundred’s of user report

Summary of major FY23 accomplishments

https://gcc02.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.osti.gov%2Fbiblio%2F2328595&data=05%7C02%7CMatthew.Anderson2%40inl.gov%7C050267fb8dfd491c424b08dc529c85fb%7C4cf464b7869a42368da2a98566485554%7C0%7C0%7C638476079431171183%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C0%7C%7C%7C&sdata=uO%2BErrq9pRvfQ5%2FHDN4Pm24p8E3uA8%2FgWrdR0Whlixo%3D&reserved=0


HPCweb
Correspondence History

• A searchable list of emails that
have been sent to users
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HPC Container Strategy

• HPC developed and published a high 

performance computing container 

strategy based on layering

• Adopted by development teams at 

Sandia, Naval Nuclear Laboratories, 

ATR, and Relap5. https://doi.org/10.1145/3569951.3593596

https://doi.org/10.1145/3569951.3593596


Verification and Validation Efforts for key MOOSE software

ATR Butterfly Valve Interoperability with 



Automated Dislocation Defect Detection

Soon to appear in NRDS…



Questions


