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HPC: We fight for the users

• Reduce the barriers to HPC entry

• Provide access to state-of-the-art 

systems

• Enable massive storage capability

• Give information, resources and support 

to HPC users

• Aid reproducibility in modeling and 

simulation

• Deploy machine learning solutions at 

scale

• Integrate instrument science work into 

HPC workflows



Open OnDemand

Open OnDemand dashboard is used more than the HPC website!



Open OnDemand

Training materials continue 

to expand

Specific pages for training 

sessions now standard



Open OnDemand

Expanded integration with 

the NSUF website and call 

for proposals in both Open 

OnDemand and the NRDS 

Portal



Open OnDemand

Expanded integration 

with the NEAMS training 

tools, and workbench



Open OnDemand

In-House Continue Extension for 

VSCode:  enables AI code 

assistant with MOOSE language 

support  





Outage Report Page
Tracks all outages, including 

unscheduled outages

Users are notified of outages 2 weeks in advance or more

Target for unscheduled outages:  < 5



Trainings

Training involves:  Reserved queue; project directories; testing; off-hours support; account preparation



Teton Procurement

Current 

Sawtooth queue



Explosive growth in demand for certain applications

• Growth in demand for compute resources for NE programs, two examples:

• Growth in demand for AI for NE 

− Hoodoo:  

• FY22: 10.1 million core hours 

• FY23: 15.56 million core hours

• Growth in demand for digital twins simulation support

• Growth in data curation needs (e.g. NRDS)

• Reliable operations

Application FY22 FY23

Griffin 681 jobs, 48 cores/job 4139 jobs, 97.5 

cores/job

MC21 232 jobs, 82.9 cores/job 1016 jobs, 161.4 

cores/job



Ticket Response

Requests for support are growing:

• FY21: 4,574

• FY22: 7,019

• FY23: 7,170

• FY24 to date: 3,750



Quarterly User Group Meeting

• User group meetings held virtually every 3 months:

− Dec 12, 2023

− Mar 13, 2024

− Next one:  June 12, 2024



Sawtooth Maintenance Plan

• Goal: Keep system running as long as possible 

• Initial Sawtooth maintenance contract ended February 23rd, 2024
− Happy 4th anniversary of acceptance and running user jobs, Sawtooth! 

• Renewed maintenance support on core components

− Cluster management software - ensure success of necessary updates

− Cooling Systems and water chemistry

− InfiniBand network - high-speed node interconnect

− Blade Chassis backplane with internal ethernet switches 

− Admin, Login, Viz, Gateways, and Rack Leaders  

• What’s changing: Compute node maintenance
− INL HPC staff will do maintenance on compute nodes

− Buy parts if available

− Remove - some node attrition as we can’t fix them them

− Repurpose - Combine parts into working nodes to reduce impact



New Pure Flashblade
Software stack

• New S200 Flashblade

• Old Flashblade reaching end-of-life

• Faster hardware

• Five years support

• Easier upgrade paths
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Questions


