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NEAMS Program

• Nuclear Energy Advanced Modeling & 
Simulation

• DOE-NE led program across several 
national labs: INL, ANL, ORNL, LANL

• Targeting non-LWR advanced reactor 
designs

• Divided into 5 technical areas:
• Fuel Performance
• Reactor Physics
• Thermal Hydraulics
• Structural Materials & Chemistry
• Multiphysics Applications

• Primarily leveraging the MOOSE 
framework for software development



NEAMS Suite of Tools for 
Advanced Reactor Simulation
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MultiApps: Enabling Multiscale Simulation

• MOOSE-based solves can be nested to 
achieve Multiscale-Multiphysics 
simulations

• Macroscale simulations can be 
coupled to embedded 
microstructure simulations

• Arbitrary levels of solves

• Each solve is spread out in parallel to 
make the most efficient use of 
computing resources

• Efficiently ties together multiple team’s 
codes



Multiapp Coupling Example



Multiapp Objects Examples

• MultiApps hierarchy/type determines the 
order/timing of app execution.

• CentroidMultiApp
• Generates a sub app at every element centroid
• Useful for multiscale simulations

• Example TRISO Fuel Compact
• Parent: Assembly with Fuel compact

• Homogenized properties
• Neutronics/Thermomechanics

• Child: TRISO particle
• Detailed heterogeneous properties
• Peal fuel temperature

• Stochastic Related MultiApps
• Just to statistically control some key parameters 

in child applications

Parent App

Child App



Additional Complex Multiphysics Models

• NekRS – high fidelity CFD 
(not MOOSE-based)

• OpenMC – high fidelity 
neutron transport (not 
MOOSE-based

• Sibling Transfer Illustration
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Model Characteristics/Parallelism

• MOOSE is hybrid parallel following the MPI+thread
model

• OpenMP, pthreads, and C++ threads

• Model sizes can reach billions of DOFs

• Corresponding processor counts from 1 to 
tens of thousands of cores

• MultiApp coupling with flexible parallel solution 
transfer capabilities

• Multiscale coupling with advanced time 
stepping options, solution transfer options

• Online mesh generation, can be parallelized

• General distributed mesh capability with 
customizable ”stencils”

• Currently have limited GPU capabilities:

• PETSc has some GPU solver 
capabilities

• Some algorithms (i.e. transport 
sweeper) have been ported

• New funding in FY24+ is being used 
to explore more GPU usage 
oppurtunities

• NekRS runs on GPUs

• NEAMS/MOOSE usage account for 
~250 million core hours per year in 
the INL HPC Enclave



Reactor Use Case: SFR

Versatile Test Reactor (VTR)

• Fully-coupled feedback model between 
neutronics, conduction, hydraulics, and structural 
expansion

• Codes coupled: Griffin, Bison, and SAM
• POC: Nicolas Martin (INL)

Hexagonal Assembly 

• Duct bowing simulation due 
to temperature gradient 
(IAEA benchmark) – POC: 

Nicolas Wozniak (ANL)
• Subchannel liquid metal flow 

simulation (Toshiba 37-pin 
benchmark) – POC: Mauricio 
Tano (INL)

Advanced Burner Test 

Reactor (ABTR)

• Neutronics (Griffin) coupled with 
structural thermomechancis – POC: 
Javier Ortensi (INL)

• System code hydraulic (SAM) 
simulation coupled with point kinetics 

model – POC: Rui Hu (ANL)
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Reactor Use Case: HTGR
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High-Temperature 

Reactor (HTR-10)

• Steady-state benchmarks 
with different control rod 
positions

• Neutronics (Griffin) with heat 
conduction (MOOSE)

• POC: Javier Ortensi (INL)

Reactor Core
Outline

Inserted CR:
Flux depression

High-Temperature 

Test Facility 

(HTTF)

• Coupled heat conduction 
with system hydraulics 

• Steady-state and 

transient simulations
• POC: Lise Charlot (INL)

Pebble-Bed Modular 

Reactor (PBMR400)

• Coupled neutronics (Griffin) with 
thermal hydraulics (Pronghorn)

• Multiscale modeling: core-pebble-

particle
• Steady-state and transient simulations

• POC: Paolo Balestra (INL)



Reactor Use Case: FHR

Power density [W/m3]Fluid temperature [K]

Mk-I FHR 

• Coupled core neutronics (Griffin) with core thermal hydraulics 
(Pronghorn) with plant hydraulics (SAM)

• Steady-state and transient simulations

• POC: Guillaume Giudicelli (INL)

Generic Fluoride High-Temperature 

Reactor (gFHR)

• Equilibrium core calculation with pebble tracking
• Coupled neutronics (Griffin) with thermal hydraulics 

(Pronghorn)

• Steady-state and transient simulations
• POC: Sebastien Schunert and Javier Ortensi (INL)



Reactor Use Case: MSR

Molten Salt Fast Reactor 

(MSFR)

• Coupled core neutronics (Griffin) with 
core thermal hydraulics (Pronghorn) 
with plant hydraulics (SAM)

• Steady-state and transient simulations
• POC: Mauricio Tano (INL)

Molten Salt Reactor 

Experiment (MSRE)

• Coupled systems hydraulics with point 
kinetics model (SAM) 

• Steady-state and transient simulations

• Benchmarked against MSRE data
• POC: Rui Hu (INL)



Reactor Use Case: Microreactor
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Empire Design

• Coupled core neutronics (Griffin), heat pipe 
(Sockeye), and thermomechanics (Bison)

• Steady-state and transient simulations

• POC: Javier Ortensi(INL), Nicolast Stauff
(ANL)

Generic Gas-cooled 

Microreactor (GC-MR)

• Neutronics (Griffin) coupled with 
system hydraulics (SAM) and 
thermomechanics (Bison)

• Steady state and transient 
capabilities

• POC: Nicolas Stauff (ANL)



NEAMS Summary

• INL HPC resources are the preferred NEAMS 
resource for National Labs, Universities, and 
Industry Collaborators through Nuclear 
Computational Resource Center.

• INL HPC resources are commonly leveraged 
for tool training and workshops (e.g. ANL 
meshing workshop, NRC training, etc.).

• INL HPC is the preferred resource for multi-lab 
computing projects due to ease of access (e.g. 
NRIC DOME modeling).

• INL HPC resources are the most flexible for 
applied multiphysics research



DOE CONNECT Program

• Creation of Next-gen Nuclear 
Energy Computational 
Technology

• DOE supported effort to 
leverage Office of Science 
(ECP) accelerator technologies 
deployed in applied programs

• Multilab effort: INL, ANL, ORNL

• Exploring the use of various 
accelerator libraries in MOOSE

• Kokkos: 
https://kokkos.org/

• libCEED: 
https://ceed.exascal
eproject.org/libceed/

• MFEM: 
https://mfem.org/

https://kokkos.org/
https://ceed.exascaleproject.org/libceed/
https://mfem.org/


Future Directions: Fusion

• Accelerating Fusion Device Design using MOOSE

• Design iteration and rapid commercialization requires 
equally rapid evaluations of components and systems, with 
tightly coupled physics:

• Tritium generation/transport/safety analysis

• Neutronics, plasma

• TH / CFD / MHD

• Mechanical, structural

• Computational materials

• MOOSE provides a comprehensive solution: a multiscale, 
multiphysics simulation framework with established 
track record of success in nuclear fission reactors with 
unified, modular interfaces.

• Open, flexible frameworks can create pathways to fully 
integrated, whole device modeling. 

r · kr T = 0

r ·D r u + b = 0
@c

@t
− r · (~vc) = 0

Bottom Image: Huang, Y., Tillack, M. S., Ghoniem, N. M., Blanchard, J. P., El-Guebaly, L. A., & Kessel, C. E. (2018). 
Multiphysics modeling of the FW/blanket of the US Fusion Nuclear Science Facility (FNSF). Fusion Engineering and 
Design, 135, 279-289.



Highlight: Creating iterative design workflows for ceramic 
breeding blankets using MOOSE (INL, ORNL, VCU)
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Fig. 7. Nuclear heating profile of the outboard blanket.

Fig. 8. Temperature-dependent thermal conductivity for the F82H [1],
tungsten [11], breeder [8], and multiplier [12], respectively.

the three multiplier zones are 2.3, 6, and 10.4 cm, respectively.

Those for the breeder zones are 1.8, 2.6, 7, 10.3, 15, and 24.2

cm, respectively.

Armor with a thickness of 2 cm is employed on the

FW, and all other structures are F82H reduced-activation fer-

ritic/martensitic steel. In neutronics analysis, the FW tungsten

armor has a 8.7% void, while the FW has a 66% void because

of coolant channels. The toroidal shells have a 33% void. The

neutron multiplier material is solid Be12Ti, and the tritium

breeder is cellular solid Li2ZrO3. The output of the neutronics

analysis is the tritium distribution, nuclear heating power, and

TBR. The nuclear heating power density utilized as the source

term of the full 3D heat transfer simulation is shown in Fig. 7.

The heat flux of 0.25 MW/m2 is applied to the first wall facing

the plasma core. In this preliminary study, we consider the

power variation along the radial direction, and homogenize

along the poloidal direction. The computed TBR is 1.13.

For the full 3D heat transfer calculation, the employed

temperature-dependent conductivities are shown in Fig. 8.

Apart from the channels, all the blanket components are

explicitly meshed, and the resulting mesh has 202,935,168

elements and 36,726,209 vertices. A nonlinear system of

equations with 36,726,209 degrees of freedom is generated

when Eq. (8) is discretized via the first-order finite element

method. A mesh of the outboard blanket is shown in Fig. 9.

It can be seen that channel volumes are not meshed, but that

TABLE I
MESH INDEPENDENCE STUDY.

Elements DoFs First/Side Walls multipliers breeders structures

3,170,862 650,297 620/990 K 630/770K 620/1100 K 620/870 K
25,366,896 4,874,687 610/990 K 630/780 K 620/1200 K 620/870 K
202,935,168 36,726,209 620/960 K 630/780 K 620/1200 K 620/870 K

Fig. 9. Left: side and back wall mesh with the FW channels; right: a detailed
mesh of breeders, multipliers, and structures.

the channel boundaries are triangulated. A mesh independence

study is executed, and the results are shown in Table I, where

the minimum/maximum temperatures of individual blanket

components are reported when refining the mesh uniformly.

Here, “elements” represents the number of 3D elements,

“DoFs” is the number of degrees of freedom, and “ /” de-

notes minimum/maximum temperatures. We observed that the

temperature ranges did not vary much with different meshes.

The most refined mesh was used in the rest of the study for

accuracy.

As mentioned earlier, the channel boundaries are coupled

with the corresponding 1D thermal-hydraulics simulations.

The temperature distribution of the coolant channels is

shown in Fig. 10. A uniform temperature distribution for

the FW channels is observed, indicating that a cooling pipe

layout based on alternating flow is a good design choice.

The temperature distributions for the breeders, multipliers,

and structures are also drawn in Fig. 10. The maximum

temperatures of different blanket components are summarized

in Table II. The temperatures of the breeders and multipli-

ers are maintained below the material limit. The maximum

temperature of the structures slightly exceeds the material

limit. The temperature on the FW is 137°C over the material

limit. The extreme temperature on the toroidal shells is mainly

located at the channel outlets of the first shell. Even though the

shell temperature exceeds the material limit, the temperature

distribution is generally uniform. The high temperature on

the FW is located at the intersection of the FW and SW

(see Fig. 11), and the temperature distribution is smooth and

Temperature distribution of FW 
channels (midplane)

Temperature distribution of 
outboard blanket (midplane)

Fig. 10. full 3D heat transfer simulation results.
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3D Channel boundary 1

3D channel boundary 2

3D channel boundary 3

3D channel boundary 4

1D Channel 1

1D Channel 2

1D Channel 3

1D Channel 4

1 2

3 4

A

Fig. 3. A 2D data transfer example using the nearest node search method.
A 2D channel boundary and a 1D channel are first paired, then the solution
data are extrapolated via the nearest node search method.

Fig. 4. FW channels in a fusion breeder blanket. Left: 250 channels on the
FW; right: zoomed-in view of 3D channels.

target point, we must conduct a global geometric search across

all the processor cores—something that is both expensive

and unscalable. The common practice is to use a bounding

box strategy and only search those nodes within the nearest

bounding boxes. However, two issues arise when this strategy

is applied to the fusion blanket simulation. One is that the

nearest node of a given target point is sometimes not found

within the nearest bounding boxes. Such isoften the case when

many coolant channels exist on a fusion blanket. For example,

there are 250 channels on the FW of the outboard blanket, as

shown in Fig. 4.

The other issue is that the nearest node search process

becomes computationally expensive, as we search the entire

mesh for the nearest nodes in each targeted bounding box. We

address these challenges by explicitly pairing a 1D channel

with the corresponding 3D wall boundary. In this way, we do

not need to search in a 3D mesh that often has many more

points than a boundary mesh, thereby improving algorithm

efficiency. To give a more precise example, in Fig. 3, the 1D

channels 1, 2, 3, and 4 are paired with 2D channel boundaries

1, 2, 3, and 4, respectively. When searching the nearest node

for point A, we check only these nodes on boundary 1. The

nodes on other regions and boundaries will be ignored for

the sake of computing efficiency/accuracy during this search

process.

Fig. 5 shows a transfer example in which we transfer the

fluid temperature from a 1D channel to its 3D boundary. It can

be seen that the temperature distribution on the 3D boundary

closely matches that on the 1D channel spatially, indicating

that a high-quality data transfer has been achieved.

3D channel boundary 1D channel

Fluid temperature

Fig. 5. Fluid temperature transfer from a 1D channel simulation. The fluid
temperature is transferred from a 1D channel to its 3D boundary.

Inboard Blanket

Plasma

Outboard Blanket

Coolant channels

First wall armor
First wall

Side wall

Back wall

M1

M2

M3

B1

B3

B4

B5

B6

B2

Toroidal shell

Radial plate

M: multiplier zone
B: breeder zone

Fig. 6. One sector of the fusion reactor. Left: a fusion reactor consisting of an
inboard blanket, plasma core, and outboard blanket; right: outboard blanket
configuration.

IV. PRELIMINARY RESULTS

In this section, weuse an innovative breeder blanket concept

to verify the framework’s efficacy. The blanket is based on

solid breeder materials [8] and represents an alternativeblanket

design for use at the Fusion Nuclear Science Facility [9], an

intermediate reactor concept that attempts to fill the gap be-

tween the International Thermonuclear Experimental Reactor

and a sustainable commercial fusion reactor. The facility pro-

vides a critical database on the materials, fusion environment,

integrated blanket system, and operating behaviors needed to

pursue a demonstration fusion power plant, and ultimately a

commercial fusion power plant [2], [9].

An entire 22.5◦ toroidal outboard sector, as shown in Fig. 6,

is utilized to demonstrate the capability of the fully integrated

multiphysics simulation framework. The essential geometry

parameters for the fusion reactor under inspection are a major

radius of 4.8 m, a minor radius of 1.2 m, triangularity of 0.63,

and elongation of 2.2. A more detailed parameter description

can be found in [10].

The outboard sector consists of three solid multiplier

(Be12Ti) zones and six cellular ceramic breeder (Li2ZrO3)

zones. The detailed material properties of breeders can be

found in [8]. The configuration is shown in Fig. 6.

There are 250 FW channels in the toroidal direction, and

these channels bend in the radial direction along with the side

walls. Each FW channel has a depth of 3 cm and a height of

2 cm. One hundred and fifty-five channels, each with a width

of 1 cm and a depth of 1.7 cm, are placed in radial plates.

Five hundred and ninety-four channels, each with a depth of

1 cm and a width of 2 cm, go through the toroidal shells

along the poloidal direction. To achieve a uniform temperature

distribution in the blanket, the flow within adjacent channels is

reversed relative to each other, such that the inlet of aparticular

channel is adjacent to the outlet of its neighbors. The depths of

TMAP8

• Three solid multiplier 

(Be12Ti) zones 
• Six cellular ceramic breeder 

(Li2ZrO3) zones

• 250 first wall channels

• 152 plate channels
• 594 shell channels

• Total: 996 channel 

simulations



Fusion Energy Science Collaborations

Breeding Material

Multiplier Material

First wall

TMAP8

Model 

Development

and

V&V

Future
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&
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TMAP4 and TMAP7, although widely used, have significant limitations.

TMAP8, started in 2019 with INL’s PD funds, is a MOOSE-based application.

TMAP8 enables high fidelity, multi-scale, 3D, multiphysics simulations of tritium transport.

TMAP8 is open source, NQA-1 compliant, offers user support and massively parallel capabilities.

Modeling tritium transport from the mesoscale to the engineering scale for high fidelity simulations 

Verification & Validation efforts are demonstrating the robustness of the models and code.

Enable high fidelity modeling of liquid blanket designs by coupling

TMAP8 with thermal hydraulics capabilities.

Keep improving predictive capabilities. 

Demonstrate accelerated material and system design.  

Training and workforce development through internships, 
seminars, and workshops. 



Questions?




